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Contributions

We propose class-based influence function algorithms for automatic error

detection in large-scale datasets. Code: https://github.com/Fsoft-AIC/
Class-Based-Influence-Functions

Main contributions

We provide empirical and theoretical reasons for the instability of Influence

Functions (IFs).

We propose IFs-class, variants of IFs that use class information to enhance

stability.

Extensive experiments show that IFs-class significantly improves the

performance and stability of IFs while incurring no additional computational

cost.

Abstract

Influence functions (IFs) are a powerful tool for detecting anomalous examples in

large-scale datasets. However, they are unstable when applied to deep networks.

In this paper, we provide an explanation for the instability of IFs and develop a so-

lution to this problem. We show that IFs are unreliable when the two data points

belong to two different classes. Our solution leverages class information to improve

the stability of IFs. Extensive experiments show that our modification significantly

improves the performance and stability of IFs while incurring no additional compu-

tational cost.

Motivation
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Figure 1. (Left) Gradients of erroneous data are opposite to gradients of clean data from the true

class. (Right) Gradient dot products of data points from two classes are normally distributed with a

sharp peak at 0. The gradient dot product of data points from the same class is almost always

positive.

Observations

Erroneous data points have a very negative influence on data points from the

true class but have a small and noisy influence on data points from other classes

Clean data points almost always have a positive influence on data points from

the same class.

Proposed method: IFs-class

layers’ gradient and variants of IF behave simi-
larly. Therefore, we analyze the behavior of GD
with last layer’s gradient and generalize our results
to other IFs. Fig. 1 shows the last layer’s gradi-
ent of an MLP on a 3-class classification problem.
In the figure, gradients of mislabeled data points
have large magnitudes and are opposite to gradients
of correct data points in the true class. However,
gradients of mislabeled data points are not neces-
sarily opposite to that of correct data points from
other classes. Furthermore, gradients of two data
points from two different classes are almost per-
pendicular. We make the following observation.
A mislabeled/correct data point often has a very
negative/positive influence on data points of the
same (true) class, but its influence on other classes
is noisy and small.

We verify the observation on real-world datasets.
(Fig. 2). We compute GD scores of pairs of clean
data points from 2 different classes and plot the
score’s distribution. We repeat the procedure for
pairs of data points from each class. In the 2-class
case, GD scores are almost normally distributed
with a very sharp peak at 0. That means, in many
cases, a clean data point from one class has no
significant influence on data points from the other
class. And when it has a significant effect, the effect
could be positive or negative with equal probability.
In contrast, GD scores of pairs of data points from
the same class are almost always positive. A clean
data point almost certainly has a positive influence
on clean data points of the same class.

Our theoretical analysis shows that when the two
data points have different labels, then the sign of
GD depends on two random variables, the sign of
inner product of the features and the sign of inner
product of gradients of the losses w.r.t. the logits.
And as the model becomes more confident about
the labels of the two data points, the magnitude
of GD becomes smaller very quickly. Small per-
turbations to the logits or the features can flip the
sign of GD. In contrast, if the two data points have
the same label, then the sign of GD depends on
only one random variable, the sign of the inner
product of the feature, and the GD’s magnitude
remains large when the model becomes more confi-
dent. Mathematical details are deferred to Appx. D.

3.2 Class based IFs for error detection

Our class based IFs for error detection is shown in
Alg. 1. In Sec. 3.1, we see that an error has a very

Algorithm 1 Class based influence function for
error detection.
Require:

1: Z =
{
z(i)

}n

i=1
: a big noisy dataset

2: C: number of classes
3: Z ′

k =
{
z′(jk)

}mk

jk=1
: clean data from class k

4: Z ′ =
⋃C

k=1Z ′
k: a clean reference dataset

5: fθ̂: a deep model pretrained on Z
6: sim(·, ·): a similarity measure in Tab. 3

Ensure: Ẑ: data points in Z ranked by score
7: for z(i) ∈ Z do
8: for k = 1, ..., C do

9: s
(i)
k =

∑mk
j=1 sim(∇θ̂ℓ(z

(i)),∇θ̂ℓ(z
′(jk)))

mk

10: end for
11: s(i) = mink(s

(i)
k )

12: end for
13: Ẑ = sort(Z, key = s, ascending = True)
14: return Ẑ

strong negative influence on correct data points
in the true class, and a correct data point has a
positive influence on correct data points in the true
class. Influence score on the true class is a stronger
indicator of the harmfulness of a data point and
is better at differentiating erroneous and correct
data points. Because we do not know the true class
of z(i) in advance, we compute its influence score
on each class in the reference set Z ′ and take the
minimum of these influence scores as the indicator
of the harmfulness of z(i) (line 8-11). Unlike the
original IFs, IFs-class are not affected by the noise
from other classes and thus, have lower variances
(Fig. 4 in Appx. A). In Appx. A, we show that our
algorithm has the same computational complexity
as IFs based error detection algorithm.

4 Experiments

4.1 Error detection on benchmark datasets
Experiment setup We evaluate the error detec-
tion performance of IFs-class on 2 NLP tasks, (1)
text classification on IMDB (Maas et al., 2011),
SNLI (Bowman et al., 2015), and BigCloneBench
(Svajlenko et al., 2014) datasets, and (2) NER on
the CoNLL2003 (Tjong Kim Sang and De Meul-
der, 2003) dataset. For text classification tasks,
we detect text segments with wrong labels. For
the NER task, we detect tokens with wrong en-
tity types. We use BERT (Devlin et al., 2019) and
CodeBERT (Feng et al., 2020) in our experiments.
Implementation details are located in Appx. B. To

Unlike the original IFs, IFs-class are unaffected by the noise from other classes

and thus, have lower variances.

IF-class has the same computational complexity as the IFs-based error

detection algorithm.

Experiments

Experiment Settings

Tasks and Datasets

Text classification: IMDB, SNLI, and BigCloneBench datasets

Named Entity Recognition: CoNLL2003 dataset

Models

BERT

CodeBERT

Evaluation

Inject p% error in each of the datasets.

Select top q% most harmful data points from the sorted dataset Ẑ and check

how many percent of the selected data points are really erroneous.

Results

Our class-based influence score significantly improves the error detection

performance and reduces the variance.

When the reference set is noisy, IF-class algorithms are much more robust and

their performance decreases only slightly.
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Figure 2. (top) Error detection accuracy on SNLI dataset with p = 20%. (middle) Error detection

accuracy of IF and IF-class on IMDB dataset with different values of p. (bottom) The number of
erroneous NER tokens detected by GD and GD-class at p = 30%, r = 30%, q = 9%, grouped by entity

types of the erroneous tokens.

Table 1. The result of GD and GD-class on SNLI dataset when the reference set is a random (noisy)

subset of the training set.

Method top 5% top 10% top 15% top 20%

GD 75.33 59.37 43.87 34.49

GD-Class 73.85 70.84 67.28 64.29

https://github.com/Fsoft-AIC/Class-Based-Influence-Functions
https://github.com/Fsoft-AIC/Class-Based-Influence-Functions

